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Abstract

The combination of transcranial magnetic stimulation (TMS) and electroencephalography (EEG) enables one to
study effective connectivity and activation order in neuronal networks. To characterize effective connectivity
originating from the primary motor cortex (M1), dorsal premotor area (PMd), and supplementary motor area
(SMA). Three right-handed volunteers (two men, aged 25–30 years) participated in a navigated TMS–EEG
experiment. M1, PMd, and SMA over the nondominant hemisphere were stimulated with 150 TMS pulses. Mini-
mum-norm estimates were derived from the EEG data to estimate the spatial spreading of TMS-elicited neuronal
activation on an individual level. The activation order of the cortical areas varied depending on the stimulated
area. There were similarities and differences in the spatial distribution of the TMS-evoked potentials between
subjects. Similarities in cortical activation patterns were seen at short poststimulus latencies and the differences
at long latencies. This pilot study suggests that cortical activation patterns and the activation order of motor areas
differ interindividually and depend on the stimulated motor area. It further indicates that TMS-activated effective
connections or underlying structural connections vary between subjects. The spatial patterns of TMS-evoked
potentials differ between subjects especially at long latencies, when probably more complex neuronal net-
works are active.

Keywords: connectivity; electroencephalography; minimum-norm estimate; motor cortex; transcranial magnetic
stimulation

Introduction

Transcranial magnetic stimulation (TMS) is a non-
invasive method for exciting cortical neurons directly

below the stimulation coil and indirectly elsewhere in the
cortex, in subcortical gray matter, and in the spinal cord
through cortical, subcortical, and corticospinal connections
(Barker et al., 1985; Di Lazzaro and Ziemann, 2013; Di Laz-
zaro et al., 1998, 2017; Nakamura et al., 1996). TMS can be
used to study the function of the primary motor cortex (M1),
which controls muscle movements in the body through the
pyramidal tracts (Barker et al., 1985). The elicited reactions
can be quantified by measuring motor-evoked potentials
(MEPs) with electromyography (EMG) (Hallett, 2000).
The observed MEPs depend on excitatory and inhibitory

mechanisms at different neuronal levels along the motor
pathway from M1 to the muscle (Ferreri et al., 2003; Rossini
and Rossi, 2007). The combination of TMS and EMG
can also inform about the function of cortico-cortical con-
nections between M1 and other cortical areas as well as
inter- and intracortical inhibitory and facilitatory mecha-
nisms in M1 (Arai and Yoshikazu, 2012; Bortoletto et al.,
2015; Cona and Semenza, 2017; Ferbert et al., 1992; Kujirai
et al., 1993).

M1 is assisted by nonprimary motor areas and the cerebel-
lum in the selection and execution of correct movement
sequences (Ferreri et al., 2011; Guye et al., 2003; Johansen-
Berg et al., 2004; Li et al., 2015; Orgogozo and Larsen, 1979;
Picard and Strick, 2001). Nonprimary motor areas—the dor-
sal premotor area (PMd) and the supplementary motor area
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(SMA)—are located anterior to M1 in the frontal lobe, and
are strongly connected to M1 and other cortical areas in
anatomy (Geyer, 2004; Penfield and Welch, 1951). The
spreading of cortical activation through neuronal connec-
tions from the motor cortex to other areas can be observed
by electroencephalography (EEG) measured concurrently
with TMS (TMS–EEG) (Komssi and Kähkönen, 2006; Lee
et al., 2003).

TMS-evoked potentials (TEPs) in scalp EEG signals can
be monitored from a few milliseconds after the stimulus
until about 300 ms poststimulus (Komssi and Kähkönen,
2006). The first responses to TMS are typically short lasting,
whereas the duration of later deflections is usually longer
(Ilmoniemi and Karhu, 2012). Typical latencies and scalp
distributions after M1 (Bonato et al., 2006; Ferreri et al.,
2011; Ilmoniemi et al., 1997; Lioumis et al., 2009), prefron-
tal (Kähkönen et al., 2005; Lioumis et al., 2009), and
sensorimotor-cortex stimulation (Komssi et al., 2002) have
been described. TEPs reflect the spreading of activation be-
tween cortical areas through intra- and intercortical connec-
tions (Guye et al., 2003; Kandel and Schwartz, 1985).

In this study, we aimed to determine resting-state effective
connectivity originating from the nondominant M1 and non-
primary motor areas in healthy subjects using TMS–EEG.
We compared cortical activation patterns between stimula-
tion sites and subjects.

Materials and Methods

Subjects

Three right-handed volunteers (S1, S2, and S3) were stud-
ied (mean age 27, range 25–30 years; two men). The partic-
ipants were informed of the research procedures, and they
gave their written informed consent before the experiment.
The study was approved by the Ethics Committee of Helsinki
University Hospital; it was compliant with the Declaration of
Helsinki.

EEG, EMG, and TMS

Before the experiment, magnetic resonance images
(MRIs) of the head were obtained from each subject to en-
able the use of a navigated brain stimulation (NBS; Nexstim
Plc, Helsinki, Finland) system and to make a volume-
conduction model needed in the analysis. A 60-channel
EEG cap with the TMS-compatible Nexstim eXimia EEG
device was used to record TEPs. The electrode contacts
were prepared so that the impedances were <5 kO or are as
low as possible if 5 kO could not be reached. The reference
electrode was attached to the forehead and the ground elec-
trode to the right cheekbone. Electrooculography electrodes
were placed on the left side of the left eye and just above the
right eyebrow. The nasion, the preauricular points, and eight
points along the head were registered with a 3D-digitizing
pen before the stimulation to allow the NBS system to
track the location of the stimulation coil with respect to the
head. MEPs were recorded from the left abductor pollicis
brevis (APB) muscle using the Nexstim EMG system.

After fixing the EEG cap, sequences of biphasic TMS
pulses were delivered with Nexstim’s transcranial magnetic
stimulator and figure-of-eight coil (outer loop diameter
70 mm). The stimuli were targeted to the right hemisphere

using the NBS system; the subjects sat relaxed on a chair
and were instructed to keep their eyes open.

The EEG signals were recorded with a bandwidth of
0.1–350 Hz and sampled at the rate of 1450 Hz. A sample-
and-hold circuit prevented the TMS-induced artifact from
saturating the amplifier during the pulse (Virtanen et al.,
1999). To avoid the appearance of auditory-evoked poten-
tials, the sound of the TMS coil was masked by playing
white noise at a safe noise level through headphones to the
subject’s ears (Nikouline et al., 1999). The locations of the
EEG electrodes and the reference electrode were digitized
using the NBS system. The electrode coordinates were later
used in constructing the subject-specific volume-conduction
models that were needed in the source estimation.

Stimulation sites

The optimal representation area in the right M1 of the left-
hand APB was determined by stimulating the precentral
gyrus along the central sulcus, keeping the TMS-induced
electric field (E-field) optimally oriented perpendicular to
the sulcal wall (Fox et al., 2004; Thielscher et al., 2011).
The mapping of the representation area was done with a
stimulation intensity (SI) that produced an E-field of *80–
100 V/m at the navigation depth of 21 mm; the exact value
of SI was tuned for each subject so that MEP amplitudes
of *0.5–1 mV were elicited. The stimulation target produc-
ing the largest and most reproducible MEPs in the APB was
chosen as the optimal representation area.

The stimulation sites in PMd and SMA were chosen based
on individual brain anatomy. The caudal part of the middle
frontal gyrus anterior to the precentral gyrus and inferior to
the superior frontal gyrus was selected for the stimulation
site of PMd (Geyer, 2004; Penfield and Jasper, 1954; Pen-
field and Welch, 1951); the stimuli were targeted to the sul-
cus between the superior and middle frontal gyri so that the
direction of the peak E-field was toward the middle frontal
gyrus. The caudal part of the superior frontal gyrus next to
the interhemispheric fissure was selected for the stimulation
site of SMA ( Johansen-Berg et al., 2004; Penfield and
Welch, 1951); the stimuli were targeted perpendicularly to
the interhemispheric fissure, with the strongest E-field ori-
ented toward the superior frontal gyrus. The targets and the
corresponding E-field directions for subject S3 are shown
in Figure 1.

Stimulation parameters

The motor threshold (MT) was defined from the optimal
target in M1 as the smallest SI producing at least 5 out of
10 MEPs with a peak-to-peak amplitude higher than 50 lV
measured from the left APB. After the MT determination,
each subject received 150 stimuli (randomized interstimulus
interval [ISI] of 3.0–3.5 sec) to each of the 3 stimulation sites
(450 pulses in total) with an SI that produced 90% of the E-
field of the MT determined at the navigation depth of 21 mm.
A subthreshold SI was chosen to minimize EEG contamina-
tion from muscle artifacts (Mutanen et al., 2013) and any
MEP-related somatosensory responses. In contrast, the SI
was chosen to be near the MT value as suggested by Kähkö-
nen et al. (2004) when prefrontal areas are stimulated. Fiori
et al. (2017) showed that SI of 90% of MT was sufficient to
demonstrate interhemispheric connectivity.
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Computation of the lead fields

Using FreeSurfer software (Fischl et al., 2002) and indi-
vidual T1-weighted MRIs, the boundary of white and gray
matter was segmented and meshed. The boundaries of
skull and scalp were segmented with BrainSuite (Shattuck
and Leahy, 2002). Next, the segmentations were visually
checked to match with the MRI, and the coordinates of the
EEG electrodes were coregistered with the 3D reconstruction
of the segmented MRI using MATLAB (The Mathworks,
Inc., Natick, MA).

To take into account the effects of the conductivity profile
of the head, we modeled the head as a three-compartment
conductor consisting of the intracranial volume, skull, and
scalp, with conductivities of 0.33, 0.0132, and 0.33 S/m, re-
spectively. The model was solved with the boundary element
method that was formulated using the isolated source ap-
proach (Stenroos and Sarvas, 2012).

The EEG signal is understood to originate mainly from
postsynaptic activity of pyramidal neurons, which is in mac-
roscopic scale modeled in terms of primary current density
J

P
(r). We modeled the primary current density as a linear

combination of current dipoles that were lying evenly on
the cortical boundary and oriented perpendicular to that
boundary according to the dominating orientation of pyrami-
dal dendrites. The dipoles were placed onto the vertices of
the downsampled cortical mesh (5124 vertices); the scalp to-
pography due to each unit-strength dipole was computed
resulting in a lead-field matrix L with dimensions of
60 · 5124. Each column of L describes the signal topography
of one focal ‘‘source,’’ whereas each row represents the sen-
sitivity of each EEG sensor to activity across the brain.

Data processing

The EEG data were analyzed offline with MATLAB.
At first, the data over trials were averaged from �300 to
500 ms with respect to the transcranial magnetic stimulus.
Then the EEG signal and L were average referenced. Next,
the source-estimate-utilizing noise-discarding (SOUND)
algorithm (Mutanen et al., 2018) was applied to the data
to identify and suppress sensor noise or artifacts. The
SOUND algorithm evaluates the reliability of the signal in
each channel by comparing this signal with that obtained
from a source estimate derived from the signals in all the
other channels. Once the noise levels in all channels are
known, cleaned signals can be obtained from them by con-
structing optimal linear combinations as in Wiener filtering.

After SOUND algorithm, signal-space projection (SSP)
combined with source-informed reconstruction (SIR) (Muta-
nen et al., 2016) was used to delete muscle artifacts (two to
nine artifact components were removed from each data set).
The number of the extracted artifact components was deter-
mined as explained in Mutanen et al. (2016). SSP was used
to suppress the effect of the artifacts by estimating artifact
and brain subspaces. A linear operator was constructed using
these subspaces to find an estimate of the sources. Then SIR
was used to reconstruct the evoked brain activity in the original
signal space using the original lead-field matrix and the
obtained source estimate (Mutanen et al., 2016). After these
steps, the data were bandpass filtered at 2–80 Hz using a
second-order Butterworth filter with zero padding. The analysis
of evoked EEG responses was done separately for all trials, odd
trials, and even trials to verify the repeatability of the results.

Signal analysis

The preprocessed EEG data were used to calculate the
global mean field amplitude (GMFA) as

GMFA tð Þ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
+N

i =1
Vi tð Þ�Vmean tð Þð Þ2

N

s
, (1)

where t is the time, Vi is the potential at electrode i, and Vmean

is the average potential of the N electrodes (Lehmann and
Skrandies, 1980).

The TMS-evoked activity at time t was considered signif-
icant if the GMFA at that time was >95% of the GMFA val-
ues measured during the baseline (�300 to 0 ms), as earlier
described by Massimini et al. (2005). An example of signif-
icant activity is shown in Figure 2. From the significant ac-
tivity, the poststimulus peaks with typical TEP latencies
(near 18, 30, 44, 50, 100, and 180 ms) were visually identi-
fied, and signal topographies in these time instants were
used for source analysis (Hämäläinen and Ilmoniemi,
1994; Lehmann and Skrandies, 1980; Lioumis et al., 2009).

Minimum-norm estimation

Source analysis was carried out using linear distributed
source estimation: the measured data are assumed to follow
the linear measurement model:

m = Lsþ n, (2)

where m is the measurement from one time instant, L is the
lead-field matrix, s is the source distribution (the amplitudes

FIG. 1. Stimulation targets of S4:
left, M1; middle, PMd; right, SMA.
The yellow dots between the blue and
red arrows indicate the locations of the
E-field maxima and the arrows indi-
cate the directions of the peak E-fields.
The stimulation was aimed at the di-
rection of the red arrow. E-field, elec-
tric field; M1, primary motor cortex;
PMd, dorsal premotor area; SMA, sup-
plementary motor area.
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of the cortical dipoles), and n is noise. As the inverse prob-
lem of solving s from Equation (2) is ill-posed, we used
regularized minimum-norm estimate (MNE) to estimate s
(Hämäläinen and Ilmoniemi, 1994; Matsuura and Okabe,
1995; Sarvas, 1987): we chose the solution that reconstructs
the relevant part of m with minimum L2 norm of s. The so-
lution is of the form

bs = LT(LLTþk2Cn )� 1m, (3)

where bs is the source estimate, Cn is the noise covariance
matrix, and k2 is the regularization parameter. The source es-

timatebs represents cortical activity and is commonly referred
to as the MNE.

The regularization parameter k2 was calculated as sug-
gested in Lin et al. (2006):

k2 =
trace LwLw

T
� �

N SNRð Þ , (4)

where Lw is the whitened lead-field matrix Cn
� 1=2, N is the

number of sensors, and SNR is the power signal-to-noise
ratio of data, defined here as the sum of the variances over

FIG. 2. GMFA of S1 for
the right M1 stimulation. The
blue dotted line represents the
noise that defines our thresh-
old level (95% of the baseline
activity), and the solid red
line represents the brain sig-
nal (above the 95th percentile
of the baseline values). Zero
indicates the time of stimulus
delivery. In this case, there
are four dominant peaks: at
23, 56, 90, and 183 ms.
GMFA, global mean field
amplitude.

FIG. 3. MNEs for the right M1 stimulation of S1. On the top row, the signal topography and, on the bottom row, the so-
lutions of the MNEs for the given latency are shown. In the figures of the MNEs, the red and blue present primary currents
directed outward and inward from the cortex, respectively. At 23 ms, the activation was strongest in the left frontoparietal
area. At 56 ms, the posterior frontal and parieto-occipital areas were bilaterally activated, but the left hemisphere was
more prominently activated. At 90 ms, the activation appeared again bilaterally in the posterior frontal and parieto-occipital
areas with the dominance of the left hemisphere. At 183 ms, the activation was in the anterior frontal areas bilaterally, again
with left dominance. MNEs, minimum-norm estimates.
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all channels poststimulus divided by the sum of the prestimu-
lus signal (or noise) variances:

SNR =
+N

j =1
var(Sj)

+N

j =1
var(nj)

, (5)

where Sj is the poststimulus signal and nj is the noise in sen-
sor j (Raz et al., 1988). The signal topography plots of m
were drawn using EEGLAB (Delorme and Makeig, 2004),

and the source estimates were observed using in-house plot-
ting tools.

Spatial distribution

The spreading of the TEPs was displayed as signal topog-
raphies and as MNEs at the peak latencies. Each MNE plot
shown in Figures 3–6 is scaled to its maximum, and the
color scale is symmetric around 0.

FIG. 4. Spreading of cortical activation after the M1 stimulation. At first, the most prominent activity was in the frontal and
parietal areas of the contralateral hemisphere in all subjects. The activity was weaker in S3 than in the other two subjects. The
next activity peak appeared strongest in the posterior frontal or the frontoparietal areas, dominantly in the contralateral hemi-
sphere. The latency of the third component was about 100 ms in S1, whereas in S2 and S3 the fourth component appeared
with the latency of *100 ms. In S1, the activation appeared in a large area bilaterally, with the most prominent activity near
the midline. In S2, the activity was focused in the frontal areas bilaterally, and in S3 in the posterior parietal and the occipital
areas bilaterally. The fourth component in S1 appeared as late as 183 ms bilaterally in the frontal areas, with left dominance.

FIG. 5. Spreading of cortical activation after PMd stimulation. At first, the activity arose in the bilateral frontal areas, with
the most dominant activity in the contralateral hemisphere for S1 and S2. For S3, the contralateral medial frontal and central
areas were activated first. For the second activity peak, the activation was strongest in the contralateral frontoparietal areas for
S1 and S3 and the bilateral frontal areas for S2. There were larger latency differences between the third and fourth activity
peaks among the subjects than between the first two TEP components. These latency differences were related to the more
significant differences in the activity patterns. In S1 and S2, the third component appeared in the contralateral frontal
areas, whereas in S3, it appeared in the contralateral medial frontal and the bilateral occipital areas. The fourth component
was in the bilateral occipital areas in S3 and in the bilateral frontoparietal and parieto-occipital areas in S1 and contralateral
frontoparietal and parieto-occipital areas in S2. TEP, TMS-evoked potential.
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Results

The latencies of GMFA peaks

The latencies of every GMFA peak from all subjects are
shown in Table 1. The peaks with latencies near 50, 100,
and 180 ms appeared most often and the peaks with latencies
near 30 and 40 ms appeared most rarely. The peaks that were
found in all three data sets (whole, odd, and even trials) were
selected for source analysis.

The spatial distribution of TEPs

The signal topographies and MNEs for the right M1 stim-
ulation of S1 are presented in Figure 3.

All 12 MNEs from the 3 subjects for the M1 stimulation
are shown in Figure 4, presented on a timeline so that the
TMS-induced activity patterns can be compared between sub-
jects. The first two TEP components arose in the frontoparie-

tal areas of the contralateral hemisphere in all subjects. The
two last TEP components that had longer between-subject la-
tency differences than the first two TEP components had
more intersubject variability in the activity spreading.

MNEs after the stimulation of the right PMd and right
SMA are shown in Figures 5 and 6, respectively.

Discussion

We found that the order of activation of motor cortical
areas depends on the stimulated area. The activation peak la-
tencies and activation patterns varied between subjects also
when the same target was stimulated. The similarities be-
tween subjects were found especially in the early activation
patterns. Later patterns differed more, which can be explained
partly by various TEP components having different latencies.
According to previous studies, the late components have dif-
ferent generators; for example, N100 might be generated by
TMS-induced cortical inhibition and P190 by the activation
of the reverberant cortico-subcortical circuit (Bonato et al.,
2006; Ferreri et al., 2011).

After the M1 stimulation, the spreading of activation was
bilateral with principal activity in the contralateral hemi-
sphere. In earlier TMS–EEG studies, the activation has
been shown to be bilateral, appearing in the contralateral
side in about 20 ms poststimulus (Bonato et al., 2006; Ilmo-
niemi et al., 1997; Komssi et al., 2002). The interhemispheric
activation patterns may be due to propagation through the
commissural pathways from M1 to the homologous contra-
lateral cortical regions, to the contralateral SMA, and to
PMd (Kandel and Schwartz, 1985). The intrahemispheric ac-
tivation spreads may be related to the structural connections
from the sensorimotor region near the hand representation
area of M1 to SMA, the premotor cortex, and the somatosen-
sory cortex (Guye et al., 2003; Kandel and Schwartz, 1985).

Massimini et al. (2005) found that the stimulation of PMd
is transmitted to the contra- and bilateral frontal and parietal

FIG. 6. Spreading of cortical activation after SMA stimulation. The first activity component appeared in the contralateral
frontoparietal area in S1 and S2, and mainly in the frontal area in S3. The location of the second activity component differed
between subjects. In S1, the strongest activity appeared in the contralateral parieto-occipital areas. In S2, the strongest ac-
tivity was bilateral in the anterior frontal areas and, in S3, the strongest activity was contralateral in the frontal area. The
third activity component appeared earlier in S1 than in S2 and S3. In S1, the activity appeared bilaterally with left dominance
in the frontoparietal areas. The third activity component in S2 and S3 and the fourth activity component in S1 had almost the
same latency. The strongest activity was bilateral in the frontal areas in S2, bilateral in the parieto-occipital areas in S3, and
bilateral in the frontoparieto-occipital areas in S1. The fourth activity component appeared bilateral in the occipital areas in
S3, and bilateral in the frontoparietal and parieto-occipital areas in S2, with left dominance.

Table 1. The Latencies of All the Activation

Peaks for Every Dataset

Activity peaks

No. 1 2 3 4 5 6

S1/M1 23a 56a 90a 183a

S1/PMd 16 28a 43a 63a 106a 137
S1/SMA 12a 27a 46a 63 93a 127
S2/M1 10 23a 43a 57a 116a 128
S2/PMd 8 25a 41a 63 91a 181a

S2/SMA 17 39a 57a 89a 206a

S3/M1 12a 46a 66a 96a 167
S3/PMd 17a 46a 66a 95 152a

S3/SMA 17 28a 53a 103a 151a

aPeaks selected for further analysis.
M1, primary motor cortex; PMd, dorsal premotor area; SMA, sup-

plementary motor area.
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hemispheres. This is in line with our results even if the loca-
tion of our PMd target differed from that of theirs, ours being
located in a more caudal part of the PMd. Right PMd stimu-
lation activated bilateral frontal areas first and then bilateral
parietal areas, continuing with differing activation patterns
between subjects, including frontal and parieto-occipital
areas. Thus, we can say that later TEP components have
fewer similarities in spatial distribution between subjects,
probably due to activation through more complex neuronal
networks, and that individual spreading is not always in
line with spreading patterns found in group averages (Bonato
et al., 2006; Komssi et al., 2002; Litvak et al., 2007).

SMA stimulation, similarly to M1 stimulation, resulted in
early activation of contralateral frontoparietal areas. This
might be explained by the caudal parts of SMA (SMA prop-
er) having strong connections between ipsilateral M1
( Johansen-Berg et al., 2004) and the activation spreading
to the contralateral hemisphere through ipsilateral M1.

In a recent TMS–EMG study, Fiori et al. (2017) studied in-
terhemispheric connections from right M1 (rM1), right SMA
(rSMA), right PM ventral (rPMv) and dorsal (rPMd) to left
M1 by applying paired TMS pulses. They reported that the
stimulation of TMS with a 40-ms ISI to rSMA, rM1, and
rPMv induced inhibitory effects in the left M1 (Fiori et al.,
2017). Similarly, we found that the stimulation of rM1 and
rSMA induces cortical activity in the left central regions,
that is, in frontoparietal areas after 40 ms of the stimulus,
which was not seen as clearly when rPMd was stimulated.

Overall, the stimulations of M1 and SMA produced the first
strong activation in the contralateral frontoparietal areas, and
the stimulation of PMd in the contralateral prefrontal or fron-
toparietal areas, depending on the subject. The activation
spreads of TEPs have been described before for M1 and pre-
frontal areas (George et al., 1999; Lioumis et al., 2009) and as
shown here, TEPs spread differently when various cortical
sites are stimulated with TMS or other cortical modulation
technologies.

The results reported here underline the importance of
studying the activation order of cortical and subcortical net-
works at individual level. Individual activation patterns
may be used if, for example, damaged cortico-cortical con-
nections are strengthened with a neuromodulation tech-
nique, such as cortico-cortical paired associative stimulation
(ccPAS) (Veniero et al., 2013). ccPAS has been applied
for instance to enhance motion sensitivity of vision by
stimulating two connected targets in visual cortical areas
with ISI of 20 ms (Romei et al., 2016). With the ccPAS
protocol, long-term potentiation or long-term depression is
proposed to be induced in synapses, representing spike-
timing-dependent-plasticity (Veniero et al., 2013). In ccPAS,
it is crucial to know the time interval between the activation
of the second stimulation target and the stimulation of the
first target so that the timing of the second pulse to the second
target is correct to strengthen the synapses between the two
targets (Veniero et al., 2013). Using TMS–EEG data to
plan ccPAS protocols needs, however, to be carefully vali-
dated because the relationship between the observed TMS-
evoked EEG responses and possible ccPAS protocols is not
perfectly understood (Koch et al., 2013; Veniero et al.,
2013). In addition to ccPAS, resting-state TMS–EEG results,
as reported in this study, could be used as a control or base-
line measurement if cortico-cortical network dynamics are

studied, for example, in different cognitive tasks such as
imagining movement.

The small sample size (N = 3) in our study restricts us from
generalizing the obtained results to wider populations. With
the small number of subjects, possible similarities in tempo-
ral and spatial distribution of TEPs across subjects may not
arise as from larger amount of data and subjects. We
found, however, that there are differences between subjects
and we qualitatively characterized them. Studies that present
results of activation spreading across different subjects must
thus be interpreted carefully. Another limitation of our ex-
periment is the uncertainty in knowing the location of the
functional areas. As described, we selected the stimulation
targets in the nonprimary motor areas by using anatomical
cortical landmarks and in M1 by mapping the optimal hand
muscle representation area. However, even if the same corti-
cal areas were stimulated according to anatomical land-
marks, the locations of the functional areas such as PMd
and SMA are known to differ between individuals (Geyer,
2004; Geyer et al., 1996). Moreover, even if the same func-
tional areas were stimulated, we do not know how the stimu-
lation targets are related to the underlying axonal connections.
These differences in the stimulation targets could also explain
the different activity patterns found in our study. Individual
tractography could help in finding similar TMS targets for
PMd and SMA stimulations, with strong structural connec-
tions originating from the stimulation site.

The SI was determined individually to correspond to the
generated E-field value of 90% of MT for all three stimula-
tion sites. This quite low SI was selected to avoid muscle ar-
tifacts, but it might explain the weak responses (Kähkönen
et al., 2004, 2005; Komssi et al., 2004); this may also be
the reason for the lack of some typical TEP components.
In our study, the stimulation of M1 produced larger
GMFAs than stimulation of the other two sites in two out
of three subjects. This effect was first reported by Kähkönen
et al. (2005), who showed that the stimulation of the prefron-
tal areas produces weaker responses than the stimulation of
M1. However, the GMFAs in S3 were almost equal for all
stimulation sites. The GMFAs were quite low in S3 after
the M1 stimulation, and background alpha oscillations may
be superposed with the TEP components, which might be
the reason for the occipital activity that appeared in S3.

Conclusions

We have shown how the spatial distribution of TEPs can be
used to study effective connectivity originating from M1 and
from nonprimary motor areas. There are similarities in the
spreading of cortical activation, especially at short poststim-
ulus latencies, and more differences at long latencies. The
strength of the activation and the latencies between the acti-
vation peaks seen in GMFA differed between subjects,
which may be related to the differences in the spatial activity
patterns. Because of the small number of subjects, our results
must be considered preliminary. Individual activity patterns
could be determined if different neuromodulation techniques,
such as ccPAS, were used to enhance cortico-cortical connec-
tions between remote cortical areas, especially outside M1.
Although our study focused on motor-related areas, we
might assume that connectivity profiles originating from non-
motor targets also differ between subjects.
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