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Recent studies have shown that acoustically distorted sentences can be perceived as either unintelligible or intel-
ligible depending on whether one has previously been exposed to the undistorted, intelligible versions of the
sentences. This allows studying processes specifically related to speech intelligibility since any change between
the responses to the distorted stimuli before and after the presentation of their undistorted counterparts cannot
be attributed to acoustic variability but, rather, to the successful mapping of sensory information onto memory
representations. To estimate how the complexity of the message is reflected in speech comprehension, we ap-
plied this rapid change in perception to behavioral and magnetoencephalography (MEG) experiments using
vowels, words and sentences. In the experiments, stimuli were initially presented to the subject in a distorted
form, after which undistorted versions of the stimuli were presented. Finally, the original distorted stimuli
were presented once more. The resulting increase in intelligibility observed for the second presentation of the
distorted stimuli depended on the complexity of the stimulus: vowels remained unintelligible (behaviorally
measured intelligibility 27%) whereas the intelligibility of the words increased from 19% to 45% and that of the
sentences from31% to 65%. This increase in the intelligibility of the degraded stimuliwas reflected as an enhance-
ment of activity in the auditory cortex and surrounding areas at early latencies of 130–160 ms. In the same re-
gions, increasing stimulus complexity attenuated mean currents at latencies of 130–160 ms whereas at
latencies of 200–270ms themean currents increased. Thesemodulations in cortical activitymay reflect feedback
from top-downmechanisms enhancing the extraction of information from speech. The behavioral results suggest
that memory-driven expectancies can have a significant effect on speech comprehension, especially in acousti-
cally adverse conditions where the bottom-up information is decreased.

© 2015 Elsevier Inc. All rights reserved.
Introduction

Despite increasing efforts in the study of the neural basis of speech
comprehension, the processes related to speech intelligibility, which is
reflected as correctly identified speech content and arises out of the suc-
cessful matching of bottom-up acoustic information to top-downmem-
ory representations, have remained largely unknown. One reason for
this is that studies on speech intelligibility have typically either manip-
ulated the acoustic structure of the speech signal or masked the speech
stimulus using varying levels and types of noise. However, both the pro-
cessing of acoustic features of the stimulus and cognitive operations re-
lated to the recognition of the content of speech sounds are reflected in
ce and Biomedical Engineering
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.

brain responses, and it is therefore difficult to distinguish their overlap-
ping contributions from one another.

Only a limited number of studies have examined the brain mecha-
nisms related to speech comprehension by manipulating stimulus
intelligibility without changing the acoustic structure of the stimulus.
Our recent magnetoencephalography (MEG) study (Tiitinen et al.,
2012) introduced an experimental paradigm where the same set of
speech stimuli was presented to the subject in a distorted, undistorted,
and again in a distorted form. The intervening exposure to the undis-
torted versions of the sentences increased the intelligibility of the
distorted sentences considerably (i.e. the recognition rate increased
from 30% to 80%), and this was reflected as stronger activation to the in-
telligible sentences in the auditory cortex and surrounding areas. A sim-
ilar approach to control acoustic variability was used by Giraud et al.
(2004) who measured functional magnetic resonance imaging (fMRI)
responses to a set of vocoded sentences before and after the subject
was trained to perceive these sentences correctly in a learning phase
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where normal speech and vocoded speechwere paired. Since the left in-
ferior frontal gyrus (Broca's area) responded more strongly to noise-
vocoded speech after training, the activation in this area was concluded
to reflect speech intelligibility. Hannemann et al. (2007) described an
electroencephalography (EEG) experiment where the subject first
listened to unintelligible, digitally degraded words, after which half of
the words were presented in undistorted, intelligible form and, finally,
all degraded words were presented again. Those items which had
been heard in the non-degraded form in the exposure sequence were
more likely to be perceived as intelligible in the consecutive test se-
quence. Correct identification of the words was associated with an in-
crease in induced gamma-band activity at left temporal electrode sites
at around 350 ms. Taken together, these studies suggest that top-
down cognitive processes, observable in both behavioral and brain
measures, enhance speech comprehension and clearly warrant further
exploration.

Studies using fMRI have shown how the processing of intelligible
speech takes place in multiple cortical areas: activity spreads from the
primary auditory cortex at Heschl's gyrus to the areas of the temporal
cortex anterior, posterior and inferior to the primary auditory cortex
(Davis and Johnsrude, 2003; Friederici et al., 2010; Leff et al., 2008;
Möttönen et al., 2006; Okada et al., 2010), as well as to prefrontal,
premotor/motor and posterior inferotemporal regions (Leff et al.,
2008; Davis and Johnsrude, 2003; Obleser et al., 2008, for a review,
see Peelle et al., 2010). Recent studies have reported that the patterns
of intelligibility-related brain activity under unfavorable listening con-
ditions are not identical to those under favorable listening conditions
(Davis and Johnsrude, 2007; Giraud et al., 2004; Hervais-Adelman
et al., 2012; Shahin et al., 2009; Wild et al., 2012), promoting the
hypothesis for the existence of a separate, possibly attention-related,
neural mechanism subserving comprehension of degraded speech
(Hervais-Adelman et al., 2012). However, the role of, for example,
motor areas (Lotto et al., 2009; Scott et al., 2009) and the auditory cortex
in speech intelligibility remain controversial (Giraud et al., 2004; Peelle
et al., 2010).

In MEG and EEG measurements, auditory stimuli elicit a series of
transient responses, themost prominent of which is the auditory N1 re-
sponse, measured electrically, and its magnetic counterpart, the N1m
(for reviews, see Näätänen and Picton, 1987; May and Tiitinen, 2010).
In the case of long-duration stimuli (N300 ms), the transient responses
are followed by a sustained response that persists for the duration of the
sound. TheN1m response, generated in the auditory cortex and peaking
approximately 100 ms after stimulus onset, is sensitive to the acoustic
characteristics of speech sounds, such as the fundamental frequency
(Mäkelä et al., 2002), intonation (Mäkelä et al., 2004), periodicity
(Tiitinen et al., 2005; Yrttiaho et al., 2009) and phonological features
(Obleser et al., 2004). The N1m has also been associated with the pro-
cess of segregating speech signals from noise contributions (Miettinen
et al., 2010, 2011, 2012). Most studies addressing sustained brain activ-
ity have used simplified stimuli, such as click trains (Galambos et al.,
1981; Gutschalk et al., 2002; Hari et al., 1989), noise signals (Keceli
et al., 2012), tones (Huotilainen et al., 1995; Okamoto et al., 2011), or
vowels (Eulitz et al., 1995). However, the use of short-duration simpli-
fied stimuli may result in an incomplete picture of auditory analysis in
the human brain. It is probable that the human brain is optimized for
processing complex natural stimuli, such as connected speech (i.e.
words and sentences). Therefore, studies geared strictly toward time-
locked transient brain responses to brief stimuli lacking in information
content should be complemented by investigations focusing on the
sustained activity elicited by connected speech. This could potentially
reveal how information is integrated over extended time spans, and
how complex acoustic streams of sound are translated into meaningful
utterances in the human brain.

The objective of the current MEG study was to examine the cortical
mechanisms underlying speech comprehension under varying levels
of speech intelligibility (i.e. using acoustically distorted and undistorted
stimuli) and complexity (i.e. using vowel sounds, words, and
sentences). The experimental paradigm introduced in our previous
study (Tiitinen et al., 2012) was applied in the current study, with the
subject first presented with distorted stimuli, then with undistorted
versions of the same set of stimuli, and finally, with the distorted stimuli
again. Acoustically identical distorted stimuli were expected to be per-
ceived as either unintelligible or intelligible, depending on whether
the subject had previously been exposed to the undistorted (intact) ver-
sions of the stimuli. Our hypothesis was that both this behaviorally ob-
servable intelligibility effect and variations in stimulus complexity
should be accompanied by changes in both the dynamics and spread
of brain activity from the auditory cortex to adjacent cortical areas. By
exposing the subjects to the undistorted stimuli in the intermediate
phase of the experiment, the current experimental setup allowsmanip-
ulation of the intelligibility of the distorted stimuli without introducing
any acoustic changes to these stimuli. Thus, any difference in brain ac-
tivity elicited by the first and the second presentations of the distorted
stimuli cannot be attributed to changes in the acoustic structure but,
rather, to the processes directly involved with speech intelligibility.
The overall goal of this study was, therefore, to provide further insight
into how the top-down cognitive operations triggered by prior informa-
tion are able to turn even severely distorted acoustic signals into mean-
ingful cognitive entities by enhancing the extraction of relevant acoustic
features.

Methods

Subjects

Behavioral and MEG measurements were carried out for two
separate groups of sixteen healthy volunteers, aged 19–33 years
(average age 22.4 years, SD 3.7 years; 8 male and 8 female; 15 right-
handed) in the behavioral measurements and 20–26 years (average
age 22.7 years, SD 1.6 years; 8 male and 8 female; 15 right-handed) in
theMEGmeasurements. The use of different sets of subjects was neces-
sary to avoid possible carry-over effects, whereby the presentation of
the intact stimuli in the first experiment would renders the distorted
stimuli intelligible in the second experiment, already at their first pre-
sentation. All volunteers had normal hearing and provided written in-
formed consent. The experiments were approved by the Ethical
Committee of Helsinki University Central Hospital.

Stimulus material

Vowels, words, and sentences were constructed using the Bitlips
TTS synthesizer (http://www.bitlips.fi/). The sentence set consisted of
192 Finnish sentences, comprising 3 to 7 words (sentence duration:
1.7–4.6 s; mean 3.1 s; SD 0.6 s). Each sentence started with the vowel
/a/, /e/, /i/ or /u/. The word set was created by separating the first
word of each sentence. Thus, the words (0.31–1.40 s in duration,
mean 0.65 s; SD 0.18) in the word set were acoustically identical to
the initial words of the sentences. The vowel set included 200-ms in-
stances of all eight vowels of the Finnish language (/a/, /e/, /i/, /o/, /u/,
/y/, /ä/, /ö/). The stimuli were recorded at a sampling rate of 44.1 kHz
with an amplitude resolution of 16 bits.

In addition to the above undistorted (16-bit) stimuli, the experiment
utilized their distorted (1-bit) counterparts. The distorted versions of
the stimuli were produced by first resampling the undistorted stimuli
at 4.41 kHz using Matlab resample routine. Second, the resampled
signals were compressed digitally through reduction of the amplitude
resolution (bit rate) of the signals with the 1-bit uniform scalar quanti-
fication (USQ)method (see Liikkanen et al., 2007; Gray, 1990). USQ ap-
proximates each sample of the speech signal waveform to the nearest
permitted level, the number of these depending on the number of bits
used in the quantization. For example, using 16-bit USQ, there are a
total of approx. 65 000 quantization levels which allows precise
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modeling of the original speech waveform. In the case of 1-bit USQ, the
number of levels is reduced to two which results in speech being repre-
sented by a series of rectangular pulse forms. Because quantization is a
non-linear process, the 1-bit USQ process is capable of producing new
frequencies which is seen as degradation of the spectral fine structure
of speechbynewnoisy harmonics. In addition to this, theUSQ generates
quantization noise which is manifested as flattening of the spectral en-
velope (Miettinen et al., 2010). In overall, the degraded speech stimuli
of the study were flat in terms of the spectral envelope and consisted
of the low frequencies of speech (frequencies higher than 2.2 kHz
were filtered out in resampling) and new noisy harmonics (generated
by 1-bit USQ).

The stimuli were delivered as a mono signal to the subject's ears
through Sennheiser HD headphones in the behavioral experiment and
through a pair of plastic tubes and ear pieces (Etymotic Research Inc.,
IL, USA) in the MEG experiment. Sound intensity of the stimuli was set
at 70dB SPL. In theMEGexperiment, the intensitywas adjusted bymea-
suring it with a sound levelmeter (VellemanDVM805) at the tips of the
tubes.

Experimental design

The study comprised two experiments. First, a behavioral experi-
mentwas designed to test the subject's ability to recognize the auditory
stimuli. Second, the effects of acoustic distortion and intelligibility of the
auditory stimuli on cortical activity were studied in anMEG experiment
(Fig. 1).

The behavioral experiment, carried out in a soundproofed listening
booth, consisted of three blocks: one comprising vowels, the second
words, and the third sentences. The presentation order of the stimulus
blocks was counterbalanced across subjects. During each stimulus
block, the subject was first presented with distorted stimuli, then with
the undistorted versions of the same set of stimuli, and finally with
the distorted stimuli again. The vowel block contained 12 repetitions
of eight vowels (/a/, /e/, /i/, /o/, /u/, /y/, /ä/, /ö/) presented in random
order (i.e. 96 stimuli in total). At each vowel presentation, the eight al-
ternative answers were presented on a computer screen to the subject
whose task was to indicate with a mouse click which vowel had been
presented or whether the vowel was unintelligible. Vowels which
Fig. 1. Experimental design. The study was divided into behavioral andMEG experiments,
eachofwhich consisted of threeblocks: one comprising vowels, the secondwords, and the
third sentences. In eachof the stimulus blocks, the subjectwas presentedwith acoustically
distorted stimuli, followed by the undistorted versions of the same set of stimuli, after
which the distorted stimuli were presented again. N = number of stimuli.
were correctly identifiedwere classified as intelligible, those incorrectly
identified as unintelligible. The word set and the sentence set, both
comprising of 192 stimuli, were divided into four subsets (48 words/
sentences per subset) and, similarly, the 16 subjects were divided into
four subgroups (four subjects per subgroup). Each subgroup of the sub-
jectswas presentedwith one of theword/sentence subsets. The total set
of 48words/sentences presented for each subject was randomized. Fol-
lowing the presentation of each word and sentence, the subject used a
keypad to type what he/she had heard. Correctly identified words
were classified as identifiable and misidentified words as unintelligible.
Intelligibility scores for sentences were computed by scoring the stems
and suffixes of inflected words separately after obvious spelling errors
had been corrected.

In the MEG experiment, the stimuli were presented in a passive (no
task) recording condition during which the subject was under instruc-
tion to watch a film without its soundtrack while ignoring the auditory
stimuli. Given the novelty of the experimental paradigm, the passive re-
cording condition in MEG was an essential starting point for the inves-
tigation since it provides brain events uncontaminated by the effects
of attentional engagement (arousal level, selective and/or sustained at-
tention, etc.) as well as of planning and the execution of motor re-
sponses. Similarly as the behavioral experiment, the MEG experiment
was divided into vowel, word and sentence blocks, in each of which
the same set of stimuli was presented in a distorted, undistorted,
and again in a distorted form. The presentation order of the stimulus
blocks was counterbalanced across subjects. In the vowel block, four
vowels (/a/, /e/, /i/, /u/) were repeated 120 times in a random order.
These vowels were selected because they are maximally displaced
from each other in the two-dimensional space spanned by the first
and the second formant. To keep the duration of the MEG experiment
bearable to the subjects, a subset of 160 sentences was selected from
the total set of 192 sentences presented in the behavioral experiment.
The corresponding starting words of the sentences comprised the stim-
uli in theword block. The total set of 160words/sentences was present-
ed in a random order to each subject. The offset-to-onset interstimulus
interval (ISI) in all three blocks was 1 s. The duration of the experiment
was ~1.75 h.

MEG data acquisition

Brain responses were recordedwith a 306-channel whole headMEG
device (Vectorview 4-D, Neuromag Oy, Finland) in a magnetically
shielded room with a three-layer μ-metal and aluminum cover (ETS-
Lindgren Euroshield Oy, Eura, Finland). The sampling rate was set at
1.2 kHz. Horizontal and vertical eye movements were measured with
electro-oculography (EOG) using two electrode pairs placed above and
below the left eye and lateral to the eyes. Before recording, four head-
position indicator (HPI) coils were used to determine the position of
the subject's head relative to the MEG sensor array. A 3-D digitizer was
used to determine the locations of the HPI coils with respect to the
three anatomical landmarks (the nasion and the bilateral preauricular
points) that define a head-based coordinate system where the x-axis
passes through the preauricular points (positive to the right), the
y-axis passes through the nasion (positive to the front), and the z-axis
unit vector is the vector cross product of the x and y unit vectors. The
subject was instructed to remain stationary and to avoid blinking during
the measurement.

MEG data preprocessing

The raw MEG data was manually inspected to exclude gradiometer
sensors with a low signal-to-noise ratio (SNR). External noise was re-
moved from the raw data using the temporal extension of Signal-
Space Separation (tSSS; Taulu and Simola, 2006) as implemented with
the MaxFilter software (Elekta-Neuromag). For the transient analysis,
the raw data was band-pass filtered at 2–30 Hz with a 4th order
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Butterworth infinite impulse response (IIR) filter with a length of 10 s.
For the sustained field analysis, the raw data was low-pass filtered at
30 Hz, since high-pass filtering abolishes sustained fields (May and
Tiitinen, 2010;Mäkinen, 2006). Afterfiltering, the epochswere comput-
ed and correctedwith respect to a 100-ms pre-stimulus baseline. For av-
eraging the data, the data epochs were time-locked to stimulus onsets
using information recorded on the trigger channel. A 500-ms post-
stimulus time window was used for averaging transient responses. For
the sustained field analysis, the responses elicited by words and
sentences were averaged over a 600-ms post-stimulus time window.
To exclude the possible contributions caused by transient offset re-
sponses, a subset of 112 words exceeding 560 ms in duration was se-
lected for the sustained field analysis. For the responses to sentences,
the analysis was restricted to the sustained fields elicited by the corre-
sponding subset of 112 sentences starting with the words exceeding
560 ms. Epochs with magnetic field gradient amplitudes exceeding
2000 fT/cm were automatically discarded from both the transient and
sustained filed analyses. EOG artifacts were removed from the epochs
using fast independent component analysis (ICA; Gramfort et al.,
2013; Hyvärinen and Oja, 2000). Fitting ICA after filtering and epoching
allowedmore reliable identification of the components that reflect EOG
artifacts since the high-frequency noise and drifts as well as contami-
nated epochs were removed before EOG artifact identification. After re-
moving the EOG artifacts, the epochs were averaged. The preprocessing
was performed with the MNE software (Gramfort et al., 2013, 2014).

Gradiometer analysis

For the gradiometer analysis, nine gradiometer pairs centered over
the left and right auditory cortices were divided into anterior, medial,
and posterior subsets, and an averagewas calculated over the responses
from the three gradiometer pairs within each subset. Response ampli-
tude was determined as the magnitude of the gradiometer pair vector
sum. The latencies and amplitudes of the N1m and P2m responses
were estimated from the peak values of the anterior, medial and poste-
rior vector summagnitudes. The peak amplitudes of the N1m and P2m
responses were identified as the local maximum within the respective
time intervals of 110–170 ms and 180–300 ms. Because the onsets
and offsets of the vowels were smoothed with a 10-ms Hann window
(ramp length 5 ms) whereas for words and sentences a Hann window
of 20 ms (ramp length 10 ms) was used, the difference between the
lengths of Hann window ramps (5 ms) was added to the latencies of
the transient responses elicited by vowels to make them comparable
to the latencies of the transient responses elicited by words and
sentences.

Sustained fields were analyzed by dividing the gradiometer pairs
into ten location-based subsets: occipital, parietal, and left and right
frontal, temporal, sensorimotor and occipitotemporal subsets. For each
subset, the magnitudes of the gradiometer-pair vector sums were aver-
aged, and this average was then used to quantify the magnitude of the
sustained field as the mean of the response in the 400–560 ms time
window.

Current distribution estimates

To estimate the spatial distribution of cortical activity, depth-
weighted minimum-norm estimates (MNEs; Hämäläinen and
Ilmoniemi, 1994; Lin et al., 2006a,b)were generatedwith theMNE Soft-
ware (Gramfort et al., 2014). Moreover, dynamic statisticalmap (dSPM)
estimates (Dale et al., 2000) were generated to provide an indication of
the cortical locationswhere theMNE estimates had the highest SNR. For
theMNE and the dSPM estimates, noise-covariancematrices were com-
puted from the 100-ms pre-stimulus baselines of the data. Forward so-
lutions and inverse operators were calculated for each stimulus by
employing a single-compartment boundary-element model (BEM)
computed using average head and skull surface reconstructions
provided by the FreeSurfer software. A loose orientation constraint
was used to control the source orientations (Lin et al., 2006a). The
MNE and the dSPM estimates were calculated separately for each indi-
vidual subject, for each type of stimulus (i.e. vowels, words, and
sentences), and for each condition (i.e. the first and the second presen-
tations of the distorted stimuli and the presentation of the undistorted
stimuli). The dSPM estimateswere averaged over a 40-ms timewindow
centered at the peaks of theN1mand P2mresponses. The peak latencies
of the N1m and P2m were calculated as the time instants when the
noise-normalized current estimates reached their maximum values
within the respective time windows of 110–170 ms and 190–310 ms.
For visualization purposes, dSPM estimates for the N1m and P2m re-
sponses were grand-averaged across subjects and conditions. Addition-
ally, grand-averaged dSPM estimates for the sustained field were
calculated as mean values in the time range of 400–560 ms.

Region of interest analysis

Regions of interest (ROI) were determined by dividing the dSPM ac-
tivation areas into subregions on the basis of an anatomical parcellation
following the Desikan–Killiany–Tourville atlas (see Fig. 5; Desikan et al.,
2006). Activationswere analyzed in the followingbrain areas: the trans-
verse temporal gyrus (TTG), the superior temporal gyrus (STG), the su-
perior temporal sulcus (STS), the supramarginal gyrus (SMG), the
insula, the pars opercularis of the inferior frontal gyrus (POp), and the
precentral sulcus (PCS). The TTG and STG were combined into the
same ROI (TTG + STG). Because of the lack of individual structural
MRI data, the ROIs represent only approximations of the corresponding
brain areas. The original MNEs without noise normalization were aver-
aged over the source locations to obtain a time course of current
strength for each ROI. Themean currents within the ROIswere obtained
by averaging the time courses of the currents using a 40-ms time win-
dow centered at the peaks of the N1m and P2m responses. The peak la-
tencies were calculated as the time instants when the time courses of
the currents exhibited their maximum values within a 110–170-ms
time interval for the N1m and a 190–310-ms time interval for the
P2mresponse. For responses towords and sentences, themean currents
were averaged over the time interval of 400–560 ms.

Dipole modeling

The single equivalent current dipole (ECD) was used to estimate the
source locations of the N1m and P2m responses. The ECDs were
modeled separately in eachhemisphere byusing a set of 12 gradiometer
pairs over each temporal region. A sphericalmodelwas used to estimate
the conductivity of the head. The ECD analysis was performed with the
Elekta Neuromag xFit Source Modeling Software.

Statistical analyses

The data from the behavioral and MEG measurements were ana-
lyzed using repeated-measures analysis of variance (ANOVA). Mauchly
sphericity tests were run, and Greenhouse–Geisser-corrected p values
and epsilons (ε) were reported when the assumption of sphericity
was violated. For behavioral data, a 3 × 3 ANOVA was carried out,
with the within-subject factors of complexity (vowel/word/sentence)
and condition (degraded & non-intelligible, i.e. 1st distorted; non-
degraded & intelligible, i.e. undistorted; degraded & intelligible, i.e.
2nd distorted). In the gradiometer analysis, the transient responses for
vowels, words and sentences were analyzed in separate 2 × 3 ANOVAs
(hemisphere × condition). Separate ANOVAs were used because the
SNR was very low for the responses to words and sentences especially
in the posterior and anterior channels, and therefore, including all the
complexity levels in the sameANOVAwould have required the rejection
of a large number of subjects. To study the interactions between condi-
tion and complexity as well as the main effect of complexity, an



Fig. 2. Behavioral results. At their first presentation, distorted stimuli were difficult to un-
derstand (mean subjective intelligibility rating = 25.7%). After an intervening presenta-
tion of the same stimuli in an undistorted form (98.6%), the intelligibility of the words
and sentences increased considerably (45.7%). Error bars indicate SEM. Significance stars
indicate differences between intelligibilities of speech stimuli in their three presentations
(averages over complexity levels).
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additional analysis was made for the responses measured from the
medial channels by including the transient responses to vowels,
words and sentences in the same ANOVA. The mean currents during
the transient responses also were investigated in separate 2 × 3
ANOVAs (hemisphere × condition) for vowels, words and sentences.
This was because the number and shape of the ROIs determined using
dynamic statistic map estimates (dSPM) varied between complexity
levels. Similarly as in the gradiometer analysis, the interactions between
condition and complexity as well as the main effect of complexity were
studied by conducting an additional analysis where the responses to
vowels, words and sentences were included in the same ANOVA table.
This analysis was restricted to a subset of four ROIs (TTG + STG, SMG,
STS and insula) that showed the highest SNR for sentences on the
basis of the dSPM estimates. These ROIs were selected since they over-
lapped with the brain regions that showed the highest SNR also for
vowels and words. Sustained fields elicited by words and sentences
were included in a corresponding 2 × 2 × 3 ANOVA (complexity ×
hemisphere × condition). The effects of intelligibility and speech degra-
dation on the cortical activity measures were analyzed by post-hoc
(Newman–Keuls) comparisons of the conditions. If the responses to
the first and the second presentations of the distorted stimuli were un-
equal, the response was assumed to reflect intelligibility. If the re-
sponses to the first and the second presentations were equal with
each other, but of a differentmagnitude than the response to the undis-
torted stimuli, it is likely that these differences reflect sensitivity to the
acoustic structure of the stimulus.

Results

The behaviorally measured intelligibility of the stimuli

Intelligibility (defined as the proportion of correct identifications)
was 98.6% (±0.5%) for the undistorted vowels, words and sentences.
As depicted in Fig. 2, the overall intelligibility was lower for the first
presentation of the distorted stimuli than for the second presentation,
increasing from 25.7 ± 2.5% to 45.7 ± 2.7% (F(1,21) = 575.7, ε=0.7,
p b 0.001). This increase in intelligibility by 20 percentage points for
acoustically identical stimuli demonstrates how a single presentation
of intact speech material can alter the subject's ability to comprehend
distorted speech.

The intelligibility of the undistorted stimuli was high for all com-
plexity levels: 97.6% (±0.8%) for sentences, 98.8% (±0.5%) for words,
and 99.4% (±0.3%) for vowels. The magnitude by which the presenta-
tion of the undistorted stimuli increased the intelligibility of the
distorted stimuli depended on the complexity level (F(4,60) = 27.1;
p b 0.001). This increase was 33.8 percentage points for sentences
(from 31.0 ± 4.4% to 64.9 ± 4.6%; p b 0.001), 25.9 percentage points
for words (from 19.1 ± 3.9% to 45.1 ± 3.7%; p b 0.001) and, somewhat
surprisingly, there was no improvement of vowel intelligibility (from
26.8 ± 3.0% to 27.1 ± 2.5%, p=n.s.). Thus, it appears that the complex-
ity of the stimuli had a considerable effect on how well the subject was
able to comprehend the stimulus, with intelligibility increasing with
stimulus complexity.

Transient responses

Amplitudes
As depicted in Fig. 3, all complexity levels elicited prominent N1m

and P2m responses in both hemispheres. Fig. 4 shows the peak ampli-
tudes, peak latencies, and mean currents for these transient responses.
In anterior areas, the N1m amplitude increased from 23.6 ± 3.0 fT/cm
as elicited by the undistorted vowels to 30.5 ± 4.8 fT/cm and 33.9 ±
5.3 fT/cm as elicited by the first and the second presentations of the
distorted vowels, respectively (F(1,16)=11.2, ε=0.6, p b 0.01). This ef-
fect of speech distortion was hemispherically asymmetric (F(1,18) =
8.3, ε=0.7, p b 0.01), and post-hoc tests revealed that the N1m
amplitude was stronger for the distorted vowels only in the right hemi-
sphere (1st distorted: 36.0±5.4 fT/cm, 2nd distorted: 40.4±6.3 fT/cm,
undistorted: 23.7 ± 2.9 fT/cm, p b 0.001). Inmedial and posterior areas,
the distorted and the undistorted vowels elicited N1m amplitudes of
equal magnitude. The magnitude of the N1m amplitude elicited by
words showed hemispheric asymmetry (F(2,24) = 3.1, p b 0.07) in
the anterior channels, where the right-hemispheric amplitude was
stronger for the second presentation of the distorted words (22.2 ±
3.1 fT/cm) than for their first presentation (17.8 ± 3.4 fT/cm, p b 0.05)
as well as for the undistorted words (13.7 ± 1.8 fT/cm, p b 0.001).
No significant differences were found between the magnitudes of the
left-hemispheric N1m responses to words. Hemispheric asymmetry
was also found in the N1m amplitudes in the posterior channels
(F(2,22) = 6.7, p b 0.01): only the right-hemispheric N1m response
increased from 10.1 ± 2.0 fT/cm for the undistorted words to
17.3 ± 2.7 fT/cm for the second presentation of the distorted words
(p b 0.05). The amplitudes of the N1m responses elicited by sentences
were of equal magnitude in all cases. In the medial channels, vowels
(34.8 ± 3.6 fT/cm) elicited 10.6 fT/cm stronger response than words
(24.2 ± 2.2 fT/cm, p b 0.001) and 13.6 fT/cm stronger response than
sentences (21.2 ± 1.8 fT/cm, p b 0.001; see Fig. 4). The P2m
amplitudes were insensitive to intelligibility, speech degradation, and
complexity.

Latencies
The distorted vowels, words, and sentences resulted in N1m and

P2m responseswhich had a longer peak latency than the responses elic-
ited by the correspondingundistorted versions of the stimuli. In anterior
channels, this delaywas 7.2ms for vowels, 9.1ms forwords and 12.0ms
for sentences (see Table 1 for details). For vowels, the delay was
hemispherically asymmetric (F(1,19) = 4.5, ε=0.7, p b 0.05): in the



Fig. 3. The transient evoked fields elicited by the distorted and undistorted presentations of vowels, words and sentences. The N1m response was more prominent in anterior andmedial
than in posterior areas. The P2m response was strongest in the anterior and weakest in the posterior areas. In anterior andmedial areas, the N1m amplitude was stronger for vowels than
for words and sentences, whereas the P2m amplitude was stronger for sentences than for vowels. Stimulus degradation lead to an increased amplitude of the right-hemispheric N1m and
to a decreased amplitude of the left-hemispheric N1m. Stimulus degradation delayed theN1mandP2m latencies in anterior andmedial channels. These effectswere stronger for responses
elicited by words and sentences than for those elicited by vowels.

Fig. 4. The effect of speech complexity on the amplitudes, latencies, and mean currents of the N1m and P2m responses. The N1m amplitude was stronger, and its latency was shorter for
vowels than for words and sentences. Also, the N1m latency was longer for words than for sentences. During the P2m time range, the mean currents following vowel presentation were
stronger than those following sentence presentation. In comparison to words and sentences, vowels elicited a P2m response with a shorter latency. The amplitudes and latencies were
analyzed frommedial channels. F and p values describe the main effect of complexity. The mean currents were computed from the ROIs determined separately for the N1m and P2m re-
sponses on the basis of the dSPM activation areas for sentences shown in Fig. 5. Error bars indicate SEM.
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Table 1
The N1m and P2m latencies in three different conditions. Distortion of the stimuli delayed
the responses bilaterally. The results for vowels, words and sentences were computed
using separate ANOVAs with different number of subjects. The responses for the medial
channels were additionally analyzed in the same ANOVA. However, no interaction be-
tween complexity and degradationwas found in this analysis. Themain effect of complex-
ity is shown in Fig. 4.

F df1 df2 p 1st distorted Undistorted 2nd
distorted

N1m latency
Anterior

Vowels 8.3 2 28 b0.01 145.8 ± 2.2 139.8 ± 2.8 148.1 ± 2.2
Words 7.2 2 24 b0.01 149.9 ± 2.9 141.4 ± 2.9 151.1 ± 3.7
Sentences 9.3 2 14 b0.01 157.8 ± 2.5 144.7 ± 3.3 155.7 ± 3.8

Medial
Vowels 11.5 2 30 b0.001 137.3 ± 2.8 132.7 ± 2.4 140.5 ± 2.3
Words 3.3 2 24 b0.06 146.2 ± 4.1 138.9 ± 2.8 145.9 ± 3.7

Posterior 2
Vowels 3.6 2 24 b0.05 138.5 ± 2.9 134.9 ± 4.2 141.3 ± 3.0

P2m latency
Anterior

Vowels 4.4 2 28 b0.05 230.3 ± 5.6 216.8 ± 5.7 231.0 ± 4.4
Words 21.9 2 24 b0.001 263.9 ± 7.1 220.6 ± 5.8 263.7 ± 7.3
Sentences 13.7 2 20 b0.001 250.6 ± 9.2 213.4 ± 5.4 263.3 ± 10.0

Medial
Words 16.4 2 26 b0.001 264.8 ± 10.4 217.4 ± 5.4 261.0 ± 9.7
Sentences 5.8 2 20 b0.05 251.5 ± 10.4 220.6 ± 7.4 263.0 ± 12.3

Posterior
Words 4.2 2 14 b0.05 245.1 ± 11.9 212.9 ± 8.9 248.7 ± 15.7
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left hemisphere, the distorted vowels (1st distorted presentation:
146.7 ± 2.7 ms, 2nd distorted presentation: 150.0 ± 2.7 ms) resulted
in 10.4 ms longer N1m latencies than the undistorted vowels
(138.0 ± 3.7 ms, p b 0.001), whereas in the right hemisphere, this in-
crease was only 4.0 ms (undistorted: 141.6 ± 2.5 ms; distorted:
144.9 ± 2.0 ms; 146.2 ± 2.0 ms, p b 0.07). In medial channels, speech
degradation delayed the N1m responses 6.2 ms for vowels and 7.2 ms
for words (see Table 1). In posterior channels, this degradation-related
delaying effect was observed only in the case of vowel stimuli where
it was 5 ms. The N1m latency for vowels was 5.8 ms shorter (138.6 ±
3.3 ms) than that for words (144.4 ± 3.9 ms, p b 0.001) and 9.4 ms
shorter than that for sentences (148.0 ± 3.7 ms, p b 0.001; see
Fig. 4). TheN1m latencywas 3.6ms shorter forwords than for sentences
(p b 0.05).

The P2m latencies were delayed even more than the N1m latencies
as a result of speech degradation: In the anterior channels, the latencies
were prolonged by 13.9 ms for vowels, 43.2 ms for words, and 43.5 ms
for sentences. In the medial channels, the corresponding delay was
45.4 ms for words and 36.6 ms for sentences. In the posterior channels,
the P2m responses to the distortedwords peaked 34.0ms later than the
responses elicited by the undistorted words. The P2m latency was
38.0 ms shorter for vowels (211.9 ± 7.7 ms) than for words (249.9 ±
8.9 ms, p b 0.001), and it was 32.8 ms shorter for vowels than for
sentences (244.7±7.8ms, p b 0.001). The differences in the peak laten-
cy of the transient responses elicited by words and sentences were not
significant.

Source locations
The source locations of the N1m and P2m responses were modeled

with a single ECD at their respective peak latencies in each hemisphere.
The average goodness-of-fit values were 90%. There was no difference
between the source locations of the N1m responses elicited by the
first and the second presentations of the distorted vowels in the anteri-
or–posterior direction (mean y = 11.1 ± 2.3 mm). In comparison, the
source of the N1m elicited by the undistorted vowels (y = 6.6 ±
2.1 mm) was 4.5 mm posterior to the N1m source for the distorted
vowels (F(2,24) = 4.2, p b 0.05). In the case of word stimulation, the
source of the P2m response to the undistorted stimuli was shifted
9.9 mm in the inferior direction compared to the source of the response
to the distorted counterparts of the stimuli (distorted:mean z=59.2±
1.9 mm, undistorted: z = 49.3 ± 3.5 mm; F(2,8) = 5.9, p b 0.05). The
source location of the P2m elicited by vowels was dependent on condi-
tion (i.e. first distorted, undistorted, second distorted) and hemisphere
(F(1,9)=6.5, ε=0.6, p b 0.05): In the right hemisphere, the second pre-
sentation of the distorted vowels elicited a more medial P2m response
(x = 41.5 ± 4.3 mm) than the undistorted vowels (x = 54.6 ±
2.1 mm, p b 0.001) and the first presentation of the distorted vowels
(x = 50.4 ± 1.9 mm, p b 0.05), but this medial shift was not observed
in the left hemisphere. In general, the source locations of the N1m re-
sponses for vowels and sentences were more anterior in the right
(vowels: y = 15.0 ± 2.2 mm; sentences: y = 5.2 ± 1.7 mm) than in
the left hemisphere (vowels: y = 4.1 ± 2.5 mm, F(1,12) = 15.2,
p b 0.01; sentences: y = −2.8 ± 2.8 mm, F(1,8) = 9.6, p b 0.05).

Mean currents
A number of brain regions exhibited sensitivity to the intelligibility

of speech during the N1m time range (see Fig. 5). In the left-
hemispheric TTG + STG, SMG, STS, insula, and PSC, cortical activity in-
creased from 2.2–4.4 pA/m elicited by the first presentation of the
distorted vowels to 3.8–7.9 pA/m elicited by the presentation of the un-
distorted vowels and to 3.0–6.2 pA/m elicited by the second presenta-
tion of the distorted vowels. A comparable intelligibility effect was
also found in the right-hemispheric TTG + STG, STS and insula. In
these brain areas, the second presentation of the distorted vowels
(4.4–7.9 pA/m) yielded on average 1.4 pA/m stronger currents than
the first presentation of the same vowels (3.5–6.2 pA/m; see Fig. 5 for
statistical results). For sentences, the left-hemispheric insula showed
sensitivity to speech intelligibility, with the unintelligible sentences
resulting in 1.0 pA/m weaker currents (1st distorted: 3.3 pA/m) than
the intelligible ones (2nd distorted: 4.3 pA/m, undistorted: 4.1 pA/m).
In the left-hemispheric POp, speech degradation decreased the mean
currents from 5.0 pA/m elicited by the presentation of the undistorted
vowels to 2.3 pA/m and 3.0 pA/m elicited by the first and the second
presentations of the distorted vowels, respectively. For words, a corre-
sponding effect was found in the left-hemispheric STS where brain ac-
tivity decreased from 6.5 pA/m to 4.9 pA/m (1st distorted) and 4.4 pA/
m (2nd distorted) as a result of speech degradation. As illustrated in
Fig. 4, the mean currents during the N1m time range were on average
1.5 pA/m stronger for vowels (5.1–7.3 pA/m) than for words
(3.3–5.1 pA/m) and sentences (3.7–5.7 pA/m) in the TTG + STG, SMG,
STS and insula, whereas the responses to words were of equal magni-
tude to those elicited by sentences.

During the P2m time range, speech degradation affected cortical ac-
tivity in the auditory cortex and surrounding areas. In the left hemi-
sphere, the TTG + STG, SMG, STS and insula showed sensitivity to
acoustic degradation in that speech degradation decreased the mean
currents from 4.1–5.0 pA/m to 2.1–3.3 pA/m for vowels and from
5.0–7.2 pA/m to 3.8–5.3 pA/m for sentences (currents for 1st and 2nd
distorted presentations averaged). With word stimuli, sensitivity to
speech degradation was found in the left-hemispheric TTG + STG and
insula where the mean currents decreased from 4.2–5.9 pA/m to
3.1–4.7 pA/m. In the right hemisphere, cortical activity decreased from
3.8–4.1 pA/m to 2.9–3.3 pA/m as a result of vowel degradation in the
STS and SMG. In the case of words and sentences, the right hemisphere
showed no sensitivity to speech degradation. As illustrated in Fig. 4, the
mean currents increased from 2.8–3.8 pA/m to 3.7–5.1 pA/m (on aver-
age 1.1 pA/m)when responses to vowels were contrasted to those elic-
ited by sentences in the TTG + STG, SMG, and STS.

Sustained fields

Amplitudes
Themean amplitude of the sustained field was on average 3.7 fT/cm

stronger for the distorted (16.5–18.6 fT/cm) than for the undistorted
words (12.9–14.3 fT/cm) in the sensorimotor, occipitotemporal and



Fig. 5. Regions of interest (ROIs) affected by speech degradation and intelligibility during theN1mand P2m time ranges. The results for vowels, words and sentenceswere computed using
separate ANOVAswith different number of subjects. The interactions between condition and complexity as well as themain effect of complexitywere studied by conducting an additional
analysis where the responses to vowels, words and sentences were included in the same ANOVA table. This analysis was restricted to a subset of four ROIs (TTG + STG, SMG, STS and
insula) that showed the highest SNR for sentences on the basis of the dSPM estimates. However, no interaction between complexity and condition was found in this analysis. See Fig. 4
for themain effects of complexity. F and p values describe interactions between condition (i.e. 1st distorted, undistorted, 2nd distorted) and hemisphere. Abbreviations for the ROIs: trans-
verse temporal gyrus and superior temporal gyrus (TTG + STG), superior temporal sulcus (STS), supramarginal gyrus (SMG), pars opercularis of the inferior frontal gyrus (POp) and
precentral sulcus (PCS). Error bars indicate SEM.
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Fig. 6. The effect of stimulus degradation and stimulus complexity on the sustained fields elicited bywords and sentences. Speech degradation increased the amplitudes of sustainedfields
forwords in all but frontal and occipital areas. This degradation-related response enhancementwas evident also in themean currents computed in the ROI analysis. F and p values describe
interactions between condition (i.e. 1st distorted, undistorted, 2nd distorted) and complexity. The sustainedfields are averages over the time range of 400–560ms. Error bars indicate SEM.
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parietal areas (see Fig. 6). Further, the mean amplitudes were equally
strong for the first and the second presentations of the distorted
words. Words elicited on average 2.3 fT/cm stronger sustained fields
(10.5–31.2 fT/cm) compared to sentences (9.3–27.9 fT/cm) in all but
the frontal area. In the temporal, occipitotemporal and parietal areas,
this effect was due to the stronger sustained fields for the distorted
words (16.5–32.5 fT/cm) when compared to the sustained field elicited
by the distorted sentences (11.8–27.3 fT/cm). In the sensorimotor area,
the first presentation of the distorted words resulted in a 3.1 fT/cm
stronger sustained field (17.1 fT/cm) compared to that elicited by the
first presentation of the distorted sentences (14.0 fT/cm).

Mean currents
The mean currents during the sustained field for words were sensi-

tive to speech degradation in the SMG and STS, with the first and the
second presentations of the distorted stimuli resulting in 2.7 pA/m
stronger responses (8.5–11.4 pA/m) compared to the responses elicited
by the undistorted stimuli (6.2–8.2 pA/m). In the TTG + STG,
the distorted words elicited 2.5 pA/m stronger mean current than the
undistorted words (7.4 pA/m) only at their second presentation (9.9
pA/m). The results are summarized in Fig. 6.

Discussion

We studied how speech comprehension is modified by varying the
level of intelligibility (i.e. by using acoustically distorted andundistorted
stimuli) and stimulus complexity (i.e. by using isolated vowel sounds,
words, and sentences). In both the behavioral and MEG experiments,
the subject was first presented with a set of the distorted stimuli, then
with the undistorted (intact) version of the same set, and finally the
set of distorted stimuli was presented once more. We were particularly
interested in comparing the responses to the two instances of the
distorted stimulus sets which were acoustically identical. While the
intelligibility of the undistorted stimuli was 99%, the overall intelligibil-
ity of the distorted speech sounds increased from 26% at the first pre-
sentation to 46% at the second. Thus, only a single intervening
exposure to an intact (undistorted) version of the stimulus was suffi-
cient to render the originally incomprehensible (distorted) speech
sounds comprehensible to the subjects. Interestingly, we also found
that intelligibility increased considerably as a function of stimulus com-
plexity, indicating the importance of both word- and sentence-level in-
formation to speech comprehension under adverse acoustic conditions.
Speech intelligibility was reflected in cortical activity already at laten-
cies of 130–160 ms, suggesting that top-down modulations from
higher-order cortical areas take place very rapidly. Speech complexity
correlated with cortical activity at latencies of 200–270 ms.

Effects of top-down information and stimulus complexity on behaviorally
measured speech intelligibility

The distorted stimuli were difficult to understand at their first pre-
sentation (average intelligibility across the three complexity levels:
26%), but after an intervening presentation of the same stimuli in the
undistorted, intelligible form (99%), the comprehensibility of the
distorted stimuli increased considerably (46%). This result corroborates
the findings of our recent attempt on this particular issue (Tiitinen et al.,
2012) and that of Hannemann et al. (2007) who found that hearing
low-resolution, initially unintelligible nouns in intact form renders
themmore likely to be perceived as intelligible in a consecutive test se-
quence. It is unlikely that these perceptual changes resulted from the re-
peated presentation of the distorted stimuli since there was a gap of
several minutes (10 min for vowels, 4 min for words, and 11 min for
sentences) between the distorted presentations. Therefore, it is improb-
able that the subject could have been drawing on any echoic or short-
term memory resources in this case. This conclusion is supported by
the results obtained in the MEG measurements: stimulus repetition
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within a time window of seconds usually leads to diminished brain re-
sponses, that is, to an opposite pattern to the one observed in this
study. As also the contaminating effects of acoustic variation in the stim-
ulation can be ruled out as an explanation for the performance enhance-
ment in these experimental paradigms, it appears that only a single
encounterwith the intact stimulus significantly facilitates the identifica-
tion of its distorted counterpart, probably by activating (Diamond and
Rozin, 1984; Dorfman, 1994; Forster et al., 1990) and/or modifying
(Morton, 1979) corresponding preexisting memory representations or
by creating new memory traces (for a review, see Bodner and Masson,
2014). This kind of effect of a stimulus on the response to a later
stimulus is referred to as priming (Tulving and Schacter, 1990), and it
has typically been examined in word-stem completion (WSC) tests
(Tulving et al., 1982). In WSC tests, the subject is first presented with
a list of words, and after a delay (typically from several minutes to
several hours) he/she is given word stems that have multiple possible
completions. Priming occurs when the subject completes the stem
more often according to words that had been presented to him/her
earlier than according to words that were not presented previously.
Priming effects have been reported for different types of stimuli,
including pseudowords (Bowers, 1996), familiar and unfamiliar objects
(Diamond, 1990), and visual patterns (Ahissar and Hochstein, 2004;
Tallon-Baudry et al., 1997). Our results parallel these findings by sug-
gesting that perception relies not only on incoming sensory information
but also on facilitativememory-related cognitive processes. Further, this
top-down support can produce dramatic and rapid changes to the per-
cept when the eliciting stimulus is under extreme forms of distortion
and when not enough bottom-up acoustic cues are available to achieve
comprehension.

The distorted vowels were difficult to understand (27%), both before
and after the presentation of their undistorted and intelligible counter-
parts. In contrast, the initially challenging words (19%) became consid-
erably more comprehensible (45%) following the presentation of the
undistorted words. This effect was even more pronounced for the
distorted sentences whose intelligibility increased from 31% to 65%.
Thus, the comprehension of the distorted speech stimuli appears to be-
comeeasier themore complex the signal is. The increase of intelligibility
for 48 sentences in this studywas 15 percentage points smaller than the
increase achieved with 120 sentences in our previous study (Tiitinen
et al., 2012). One possible reason for this is that the sentence set in
our previous study was constructed from only seven starting words,
three sentence stubs, and four ending words, whereas in the recent
study each sentence was unique. Thus, it seems that decreasing the in-
formation content of the stimulus set and repeating the same words
and sentence stubs increases the priming effect, making the sentences
easier to recognize in their distorted form.

The current datamerely suggests that the retrieval on bottom-up in-
formation from degraded speech is enhanced by memory-driven top-
down processes and, at least if low-frequency information is still
present in the signal, this effect increases as a function of stimulus com-
plexity. However, it remains unclear which particular aspects of com-
plexity the increase in intelligibility relies on. A possible explanation
would be syntactic (Miller and Isard, 1963), semantic (Boothroyd and
Nittrouer, 1988; Bradlow and Alexander, 2007; Kalikow et al., 1977;
Obleser et al., 2007; Smiljanic and Sladen, 2013; Valentini-Botinhao
and Wester, 2014), and lexical influences (McClelland et al., 2006)
that have shown to exert contextual influences over speech decoding
and intelligibility. Our observations coupled with these previous ones
support many of the current psycholinguistic theories, such as the
TRACEmodel (McClelland and Elman, 1986) and the distributed coher-
ent model (Marslen-Wilson, 1987), according to which the mapping of
sensory input to stored speech representations occurs in a cascading
manner as the speech stream evolves, and the number of possible lexi-
cal candidates is gradually reduced until recognition is achieved. This is
nicely demonstrated in our experiment: speech intelligibility increases
as information accumulates when vowels evolve into words, and
words into sentences. Another aspect of speech complexity that may
have increased intelligibility is the temporal envelope of speech (i.e.
the acoustic power at a given time in a given frequency range; Peelle
and Davis, 2012). This contains cues for speech parsing on both the syl-
labic and phrasal levels (for reviewers, see Golumbic et al., 2012; Peelle
and Davis, 2012). These low-frequency fluctuationswere still present in
the degraded signals of the current study, although distorted by their
harmonic frequencies. Replacing the signal waveform with rectangular
pulses in the USQ procedure clearly decreases the envelope information
but retains distinguishable “bursts” of energy. Since these bursts indi-
cate distinct syllables (Golumbic et al., 2012), they may have supported
parsing the signal into syllable-size packages, thereby increasing the in-
telligibility of words and sentences. Thus, it may be that less top-down
facilitation was required to render words and sentences intelligible
compared to vowels and, consequently, the intelligibility increased as
a function of stimulus complexity after priming.

The novelty of the experimental paradigm used here also points to
several issues that would need further clarification. First, the contribu-
tion of different aspects of speech complexity on intelligibility could
further be evaluated by studying whether a similar increase in intelligi-
bility can be achieved with other forms of distorted speech or with syn-
tactically violated sentences and syntactically correct meaningless
sentences. Second, it would be interesting to see whether the human
brain can dynamically tune the perceptual system to optimally process
degraded speech so that the repetition of distorted stimuli in itself in-
creases their intelligibility even without the intervening presentation
of their undistorted counterparts. However, it is unlikely that, in this
study, perceptual learning occurring during the first presentation of
the degraded stimuli would have resulted in such a dramatic increase
in intelligibility at the second presentation of the degraded stimuli.
This is supported by the results of Hannemann et al. (2007) who
found increase in the identification accuracy and changes in the related
brain responses only for distorted stimuli that had also been presented
in undistorted form, but not for stimuli presented only in distorted form.
An interesting question also is how the number of stimuli and the delay
between the distorted and undistorted presentations affect intelligibili-
ty and behavioral performances. Assuming that the memory system
probed with the current paradigm has a capacity limitation, increasing
the number of sentences and/or the intervening interval should at
some point lead to decreased performance.

Neural correlates of speech intelligibility

In the current study, a number of cortical areas exhibited activation
during the N1m time range that could be associated with speech intel-
ligibility: the mean currents elicited by the distorted stimuli upon
their second presentation increased on average 34% as a result of the ex-
posure to their undistorted counterparts. In the case of vowel stimula-
tion, these areas included the transverse temporal gyrus (TTG) and
the superior temporal gyrus (STG; posterior STG in the left hemisphere;
STG and TTG studied within the same ROI), as well as the superior tem-
poral sulcus (STS; posterior STS in the left hemisphere), the posterior
insula, the left-hemispheric anterior supramarginal gyrus (SMG) and
the left-hemispheric inferior postcentral sulcus (PSC). A corresponding
effect was absent for words, and it was restricted to the posterior insula
for sentences. This poverty of effects in the case of words and sentences
was probably due to these stimuli eliciting overall much weaker re-
sponses, resulting in a decreased signal-to-noise ratio (SNR) compared
to the case when vowels were used as stimuli.

The more prominent N1m responses for the distorted signals upon
their second presentation suggests that speech processing is guided,
or at least modified, by auditory long-termmemory representations al-
ready at very early processing stages, even in conditions where incom-
ing sounds are processed without attentional demands (given the
passive recording condition). Tentatively, thismay be explained by a fil-
tering mechanism wherein the receptive fields of neurons are re-
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shaped at hierarchically multiple levels to “filter” certain features from
noise (Jääskeläinen et al., 2007). Probably, the enhanced N1m reflects
sensitivity to speech sounds, as suggested by studies that have docu-
mented a stronger N1m amplitude and/or a shorter N1m latency for
speech sounds compared to non-speech sounds (for a review, see
Salmelin, 2007). Because an enhancement of the N1(m) has also been
reported when, for example, listeners are familiar with speech (Ylinen
andHuotilainen, 2007), animal (Kirmse et al., 2009) andmusical instru-
ment sounds (Pantev et al., 2001), itmay alternatively be that the stron-
ger N1m reflects enhanced processing of behaviorally relevant sounds
in general.

The robust intelligibility effects observed in the behavioral experi-
ment lacked prominent correlates in terms of neuronal activity in time
ranges after the N1m. One reason for this might be that the resolution
of MEG may not be suitable for measuring intelligibility-related brain
activitywhen it spreads from the temporal cortex to other brain regions.
Indeed, there is evidence that anterior and frontal brain sources may be
too distant to be reliably picked up by MEG sensors, especially, if the
subjects lean against the back wall of the measurement helmet
(Marinkovic et al., 2004). Given that recent fMRI studies have found
strong evidence for cortical activity associatedwith speech intelligibility
(for a review, see Peelle et al., 2010), an obvious future extension of this
study would be to use a modified version of the current experimental
setup in an fMRI experiment.

Neural correlates of sound degradation

Acoustic degradation increased the right-hemispheric N1m ampli-
tude for vowels by 36% on average and delayed bilaterally the latencies
of both the N1m (by 6 ms for vowels, 8 ms for words, and 12 ms for
sentences) and the P2m response (by 14 ms for vowels and by 40 ms
for words and sentences) for all complexity levels. Evidence for cortical
activations being sensitive to acoustic features during the N1mand P2m
responses was also found in the ROI analysis. During the N1m time
range, the mean currents associated with vowel processing were atten-
uated 47% by stimulus distortion in the left-hemispheric POp. During
the P2m time range, speech degradation decreased left-hemispheric
cortical activity, on average, by 41% for vowels and 25% for sentences
in the TTG and in posterior parts of the STG (studied within the same
ROI), the STS and the insula, as well as in the anterior SMG. For words,
speech degradation decreased the mean currents by 25% in the TTG,
posterior parts of the STG (studied within the same ROI) and the insula.
In the right hemisphere, this attenuation effect was present only for
vowels and remained restricted to the STS and the anterior SMG
where the mean currents were 20% weaker for the distorted vowels.

The right-hemispheric increase of the amplitude of the N1m to the
distorted vowels is in line with the results of previous studies using
vowels and employing the same distortion method based on amplitude
quantization as used here (Liikkanen et al., 2007; Miettinen et al., 2010,
2012). These studies suggested that the amplitude increase is related to
a generation of new prominent frequency components by the non-
linear process utilized in the sound degradation. These additional har-
monics possibly activate a larger number of neurons involved in the
pitch extraction process. However, in the current study, acoustic degra-
dation of words and sentences was not reflected in the N1m and P2m
amplitudes, whereas in our previous study (Tiitinen et al., 2012), the
amplitudes increased bilaterally for degraded sentences. A possible rea-
son for this is that the responses were stronger in our previous study
(amplitudes: N1m: 43–64 fT/cm vs. 20–24 fT/cm; P2m: 22–34 fT/cm
vs. 17–18 fT/cm), and therefore also the SNR has likely been higher.
Probably, the shorter offset-to-onset interstimulus interval (ISI; 1 s vs.
4 s) used in this study caused stronger adaptation or tuning of the
auditory system to the temporal statistical structure of speech attenuat-
ing the responses. These issues are discussed more in the Neural
correlates of speech complexity section. Another reason for the differ-
ences may be that the stimulus sets were not the same and thus not
acoustically identical. The frequency range of the distorted stimuli also
was different in these two studies because in this study the stimuli
were additionally downsampled before the USQ procedure, and there-
fore frequencies higher than 2.2 kHz were filtered out to avoid aliasing.
Thus, the responses to the distorted stimuli may have been weaker be-
cause smaller number of neurons have been responding to the distorted
stimuli with narrower frequency band.Moreover, our previous and cur-
rent studies estimated the amplitudes and mean currents using differ-
ent gradiometers and ROIs which has likely affected on the results.

The cortical activity during the sustained field elicited by words
showed sensitivity to speech degradation in that both the first and the
second presentations of the distorted stimuli resulted in stronger re-
sponses compared to the activity elicited by the intact stimuli. In the
gradiometer analysis, this effect was observed in the occipitotemporal,
parietal, and sensorimotor areas (on average, 28% strongermean ampli-
tudes for the distorted words), and in the ROI analysis, it was observed
in the SMG and STS (on average, 37% stronger mean currents for the
distortedwords). This increased activity for the distortedwords is in ac-
cord with our previous study which found the same effect for sentence-
induced activity in the auditory cortex aswell as in central inferior pari-
etal and posterior superior temporal areas (Tiitinen et al., 2012).

Neural correlates of speech complexity

The N1m amplitudes were on average 54% stronger for vowels than
for words and sentences. This result was confirmed by ROI analyses in
the TTG and the posterior STG (studied within the same ROI), as well
as in the anterior SMG, the posterior STS and the posterior insula,
where words and sentences elicited, on average, 32% weaker currents
than vowels. Also, the latency of the N1m seemed to reflect stimulus
complexity, with vowels resulting in the shortest latency and sentences
in the longest (with an average delay of 9 ms). In contrast, while the
P2m amplitude was insensitive to speech complexity, the mean current
during the P2m time range was, on average, 25% stronger for sentences
than for vowels in all of the four studied ROIs covering the TTG, the pos-
terior STG, the inferior SMG and the posterior STS. Also, vowels resulted
in a peak latency of the P2m which was some 35 ms earlier than that
associated with words and sentences. Further, the mean amplitude of
the sustained field was on average 15% stronger when elicited by
words than when elicited by sentences in temporal, sensorimotor,
occipitotemporal, occipital, and parietal areas (i.e. in all the studied
areas but the frontal area).

Themodulations of the N1m and P2m associatedwith stimulus com-
plexity tentatively suggest that continuous speech is processed different-
ly than isolated vowels in the auditory cortex during the first few
hundredmilliseconds. Specifically, our results point to a possible context
effect, whereby the response to a vowel sound (be it isolated or the ini-
tial sound of a word or sentence) seems to be modulated by the com-
plexity and/or the sound duration of the preceding stimulus material.
A related finding has been made in a recent EEG study by Lanting et al.
(2013) who found the N1–P2 response to a probe tone to be reduced
as a function of the duration of the preceding adapter tone. However, it
is unclear to what extent this kind of adaptation due to stimulus repeti-
tion was occurring in the current experiment where the various stimuli
in the word and sentence sets, while certainly overlapping in spectral
content, were nonetheless not identical to one another. Moreover, in
the study by Lanting et al., the amplitude of the P2 response to pure
tones was shown to decrease with the duration of the adapter whereas
in our study, the mean currents during the P2m time range were, inter-
estingly, stronger for vowel presentation than for sentence presentation.
An alternative explanation could be that the modulations of the N1m
and P2m reflect inherent tuning of the auditory system to the temporal
statistical structure of speech. Indeed, there is evidence of a systematic
relationship between the phase of neural signals and the phase of the
temporal envelope of speech that might arise from a tendency of neural
systems to utilize rhythmic regularities of speech to form predictions
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about upcoming events (for reviews, see Golumbic et al., 2012; Peelle
and Davis, 2012). The divergent characteristics of the N1m and the
P2m responses associated with speech complexity may reflect their dif-
ferent neural origins and functional significances, a conclusion which is
supported by recent EEG studies (Crowley and Colrain, 2004; Lanting
et al., 2013; Ross and Tremblay, 2009; Tremblay et al., 2014). The differ-
ences between the transient responses elicited by vowels and to those
elicited by words and sentences may also to some extent be related to
the acoustic structure of the stimuli. The words in the word set were
acoustically identical with the initial words of the sentences in the sen-
tence set. In contrast, the acoustic structure of the isolated vowels slight-
ly deviated from the acoustic structure of the initial vowels of the words
and the sentences. First, the isolated vowels were 200 ms in duration
whereas the duration of the initial vowels varied (i.e., due to the pres-
ence of both single and double vowels). Second, the onsets and offsets
of the vowels were smoothed with a shorter (ramp length 5 ms) Hann
window than the words and sentences (ramp length 10 ms). However,
it is unlikely that this difference in the window length can alone explain
the variations of brain activity as a function of stimulus complexity. For
example, sentences that were acoustically identical with words also re-
sulted in delayed N1m responses and diminished sustained fields com-
pared to words.

Conclusions

The present findings suggest that the human ability to understand
speech even under acoustically compromised conditions relies on
memory-related top-down processes correlating the degraded auditory
information with long-termmemory traces for speech. Already a single
exposure to intelligible, undistorted speech stimuli was shown to be
sufficient to render their initially unintelligible, acoustically distorted
counterparts intelligible, thus reflecting rapid neuroplasticity. Our
results demonstrate that this increase in intelligibility depends on the
complexity of the speech stimulus: the more complex the stimulus,
the easier it is to recognize. This result is in linewith the currentmodels
of speech perception suggesting that smaller linguistic units are
encoded as part of a longer temporal unit, and intelligibility is achieved
by integrating information over time. At the neural level, speech intelli-
gibility was reflected by increased brain activity in the auditory cortex
and surrounding areas for distorted speech stimuli after the exposure
to their intact counterparts at latencies of 130–160 ms. Thus, top-
down information would seem to modify the processing of speech sig-
nals already at very early cortical stages of speech comprehension.
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